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Abstract

The control problem of fluid catalytic cracking (FCC) units is a challenging task due to its model complexity, non-linear dynamics,
constrained variables and cross-coupling interaction between inputs and outputs. This paper is concerned with the design of multivariable
feedback control configurations for composition control at the riser output for FCC units. A linear cascade (master/slave) control config-
uration is proposed, which leads to asymptotic regulation of the riser output composition (e.g. gasoline yield) about a feasible set point.
Sufficient conditions to achieve regulation in terms of the steady-state gain matrix and response time-constants are provided, allowing
to obtain a systematic procedure for analyzing multivariable control configurations of complex and interacting processes. Some tuning
guidelines issues are discussed. Numerical simulations on a non-linear dynamical model operating in the partial-combustion mode are
used to show the effectiveness of several multivariable control configurations under disturbances and uncertainty parameters.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Petroleum refiners use fluid catalytic cracking (FCC) tech-
nology to convert crude oil to blending stocks for use in
gasoline, diesel, and heating oil. About 45% of worldwide
gasoline production comes from FCC processes and its ancil-
lary units. Due to its large throughput, the high product-feed
upgrade and commercial importance, the overall economic
benefits of a refinery could be considerably increased if
proper control and optimization strategies on operating (e.g.
temperatures, flow rates, etc.) and quality (e.g. composition)
variables are implemented on FCC units[1,2].

There have been many studies in the literature address-
ing the problem of controlling FCC unit. For instance,
non-linear controllers[3,4] and more complex mode pre-
dictive strategies[5,6] have been proposed. Multivariable
control of FCC units has been considered for instance by
Balchen et al.[7] and Grosididier et al.[8]. Balchen et al.
[7] have used state–space predictive control to regulate
temperature in FCC units. The controller is obtained by
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solving on-line a non-linear programming problem and
simulations showed good closed-loop performance. How-
ever, the complex interaction among the process variables
and the constraints on the manipulated and controlled
variables can cause the computing cost to be high and
time-consuming. Besides, the robustness analysis of the
feedback controller becomes quite involved because of
the model used to compute the compensator. Grosididier
et al. [8] have described the advanced computer controls
installed on the reactor and the regenerator on a real-life
FCC unit, concluding that advanced multivariable control
can lead to a good dynamic performance with a margin
of robustness. Application of non-linear controllers with
uncertainty estimation for the temperature regulation of
FCC processes can be found in Alvarez-Ramirez et al.[3]
and Aguilar et al.[4]. These approaches produce practical
controllers where the closed-loop temperature trajectories
are forced to remain in a neighborhood close to the set
point. In an important contribution, Hovd and Skogestad
[9] addressed the problem of control structure (strategy)
selection based on linear models. They concluded that a fa-
vorable selection of controlled variables is critical for good
control of FCC units. Overall, these studies have shown
that FCC units are non-linear, multivariable and com-
plex dynamic control systems. Complexity often is caused
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by the strong interactions existing between the control
loops.

Most FCC control designs have dealt with the problem
of stabilizing the process temperatures at a given set point.
From an operating viewpoint, temperature regulation is a
basic control objective imposed to guarantee a safe process
operation. Nevertheless, the main task in the operation and
control of FCC units is the regulation of gasoline quality
(e.g. composition) at the output of the riser[1,2]. In practice,
gasoline composition regulation is approached via indirect
methodologies where a specified riser outlet temperature is
regulated at a given set point which, in principle, corresponds
to the desired composition value. However, model uncer-
tainty and load disturbances (e.g. feed flow, temperature and
composition) may unmatch the prescribed steady-state tem-
perature corresponding to the composition set point, which
in turns induces a steady-state offset in composition. This
problem converts the manual control by the operator into a
trial-and-error one to set the “correct” temperature set point.
Despite operational experience with this class of units has
been satisfactory, the lack of the possibility of a direct con-
trol of yields and compositions is a matter of concern. Thus,
from industrial practice viewpoint, it would be desirable to
dispose of controllers with servo responses (zero steady-state
error in gasoline composition) and robustness against mod-
eling errors and disturbances. On the other hand, the FCC
unit is operated against one or more constraints. The most
common constraint is a coke-burning limit. In this way, a
controller design strategy for FCC units should therefore
be capable of interactions between input–output pairs, and
must be robust to modeling errors and non-linearities over
the operating region.

In this paper, a combined multivariable cascade control
structure has been developed for composition regulation in
FCC units. The primary or master control loop is a pure
integral control, which uses composition measurements to
provide servo responses to the secondary or slave control
loops. The secondary control loop corresponds to a linear
multivariable PI temperature regulator, which uses both riser
exit and regenerator cyclone temperature measurements. For
control design, we have employed simple linear input–output
models and we have exploited open-loop gain matrix prop-
erties in order to construct different multivariable control
configurations. The analysis and design are straightforward
for refining industrial applications, and take full advantage
of the true interactive nature of a multidimensional system
to achieve good controller performance. Some tuning issues
are also discussed and their performance is illustrated by
means of numerical simulations.

This work is organized as follows.Section 2describes the
FCC process.Section 3presents the corresponding model
identification for control purposes.Section 4presents the
analysis and design of different multivariable cascade con-
trol configurations. Numerical simulations results on a FCC
unit operating in partial combustion mode are then given in
Section 5. Finally, some conclusions are drawn inSection 6.

2. The FCC process

Several authors have made substantial efforts to model the
behavior of FCC units. A detailed review of recent work on
FCC modeling can be found in a paper by Arbel et al.[10].
Since FCC feedstocks consist of thousands of components,
the estimation of intrinsic kinetic constants is very difficult;
thus, the lumping of components according to the boiling
range is generally accepted. Contributions to the modeling
of FCC units vary from regenerator models over kinetic
models for the reactions taking place in the reactor riser
[1,2]. The model used for this case study is one developed
by Lee and Groves[11] with slight modifications introduced
by Hovd and Skogestad[9]. It is based on the three-lump
reactor model, which comprises the main components in a
FCC unit. The cracking is then described by the following
three reactions:

feed(F) −→1 gasoline(G)

gasoline(G) −→2 coke+ gas(L)
feed(F) −→3 coke+ gas(L)

(1)

In general, FCC processes are highly reactive in the sense
that almost every molecule in the feed undergoes some
change, but overall conversion as used here is typically
30–40 wt.%. The gasoline yield increases with conversion
up to a maximum and then decreases as the second reaction
in Eq. (1)predominates, and gasoline cracks to lighter prod-
ucts and to coke. A FCC model with capability to describe
the main dynamical aspects (e.g. interactions, convergence
rates, etc.) for a feedback control study can be found in
Hovd and Skogestad’s paper[9]. Control design results and
numerical simulation tests described in subsequent sections
will be based on such a non-linear FCC model.

2.1. FCC unit description

A schematic overview of the FCC process is shown in
Fig. 1. There are two main stages in the process: the crack-
ing where pertinent reactions take place, and the regener-
ation where the catalyst is regenerated by burning off the
coke deposited on the bed. Feed oil is contacted with hot
catalyst at the bottom of the riser, causing the feed to vapor-
ize. The cracking reactions occur while the oil vapor and
catalyst flow up the riser. The residence time of the catalyst
and hydrocarbon vapors in the riser is typically in the range
5–8 s. The riser top temperature is typically between 750
and 820 K and is usually controlled by regulating the flow
of hot regenerated catalyst to the riser. As a by-product of
the cracking reactions, coke is formed and deposited on the
catalyst, thereby reducing catalyst activity. The catalyst and
products are separated in the reactor. Steam is supplied to
the stripper in order to remove volatile hydrocarbons from
the catalyst. In the regenerator, which is operated in the flu-
idization regime, the coke is burnt off the catalyst surface by
the air blown into the bed. This combustion reaction serves
to reactivate the catalyst activity and to maintain the bed



J. Alvarez-Ramirez et al. / Chemical Engineering Journal 99 (2004) 187–201 189

Fig. 1. Schematic diagram of a FCC unit.

temperature (950–980 K for a gas oil cracker and 980–1080 K
for a resid cracker) high enough to supply the heat required
for the vaporization and cracking reactions of the feed in
the reactor[2].

Depending on the coke producing tendency of the feed,
the FCC process can be operated in two distinct modes:
partial combustion and the complete combustion modes. In
the partial combustion mode the conversion of coke to CO2
is not complete, which means that relatively large amounts
of both CO are formed (this CO-rich regenerator flue gas
can be sent to a CO boiler for further combustion to produce
high pressure steam). It is not always possible operate a FCC
unit in the complete combustion mode, specially if the feed
has a large coke production tendency and there exists also
an economic incentive operating in the partial combustion
mode, as the heat recovered in the CO boiler is valuable.

3. FCC identification and control structure selection

Research on the dynamic characteristics of FCC units
have revealed that the critical operating dynamics of FCC
processes consist essentially of a MIMO system with two
inputs and two outputs[9]. As in previous works[3,9,11],
in this paper the independent variables that will be used
for control are the catalyst circulation rateFs, and the air
flow to the regeneratorFa. Although several manipulated
input-regulated output pairings are possible, in this paper
we shall constraint ourselves to the riser-regenerator cy-
clone (Hicks) control structure, which uses the regenerator
cyclone temperatureTcy, and the riser exit temperatureTri
as controlled variables[9]. Hovd and Skogestad[9] have
reported that Hicks (Tri, Tcy)-structure is able to provide
good controllability properties in terms of right half-plane
(RHP) transmission zeros and the relative gain array (RGA).

Moreover, controllingTcy avoids exceeding the metallurgi-
cal temperature limit in the regenerator cyclones and con-
trolling Tri directly affects the amount of gas products and
therefore helps ensuring that the wet gas compressor op-
erating limits are not exceeded. For this choice of pairing,
there is no right half-plane (RHP) transmission zeros (which
limit the achievable bandwidth) with a consequent poten-
tial for high-performance control. It must be pointed out
that RHP transmission zeros are not desirable in a control
structure because any controller cannot invert the plant and
perfect control is not possible[9]. Moreover, RHP trans-
mission zeros may lead to unstable dynamic compensation
(non-minimum-phase systems), regardless of the design of
the controller.

3.1. Input–output temperature dynamics model

Once the Hicks control structure has been chosen, the
lower level control objective is to regulate the FCC process
temperaturesTcy and Tri . Regulation ofTcy is required to
guarantee a reliable catalyst reactivation (via coke burning).
On the other hand, regulation of the riser outlet temperature
Tri is needed to ensure product (e.g. gasoline) quality. The
feedback control design aimed to achieve such temperature
regulation will be based on a (simple) dynamical model of
the FCC process.

In the process industries, where a high degree of
uncertainty about process behavior are commonly, the
input–output (transfer function) model approach is generally
adequate for control design analysis and design purposes.
An input–output model must retain the main dynamics char-
acteristics of the processes dynamics, including dominant
time-constants and control input interactions (reflected in
the steady-state gain matrix). This section therefore consid-
ers only the structures of input–output models of multivari-
able processes used in control systems design and analysis.

Temperature (open-loop) step-responses of a FCC unit are
shown inFig. 2. Dynamic simulation of the FCC process
was performed according to the non-linear model and pa-
rameters given in Hovd and Skogestad[9]. All simulation
runs started from a steady-state condition corresponding to
the base case study and the subsequent transient response
was obtained as each simulation variable went through a se-
ries of step changes as shown inFig. 2. The corresponding
input–output model was determined from the reaction curve
of the process obtained by giving step disturbances to cata-
lyst circulation rateFs and the air flow to the regeneratorFa.
It can be seen that the step response in the regenerator unit
is smooth, almost monotonous, and convergent, such that, it
is reasonable to model the input–output response with sim-
ple stable first-order models. On the other hand, the output
response in the riser for a catalyst flow rate disturbance ex-
hibits a large peak before it settles at the new steady-state
value. We can use a filtered output response in order to put
the transfer function in a more appropriate form. Physically,
this can be interpreted as accommodating a storage mixing



190 J. Alvarez-Ramirez et al. / Chemical Engineering Journal 99 (2004) 187–201

Fig. 2. Step identification for a FCC unit.

tank between riser and regenerator units, where the filtered
time-constant corresponds to the residence time of this vir-
tual tank.

It should be observed that temperature measurements in
industrial practice are obtained continuously and without
time-delay, while composition measurements are commonly
not available for on-line control, or the measurements are
delayed. Although higher-order models can be considered,

the above suggest that first-order models without time-delay
are more suitable model for the model the temperature dy-
namics of both riser and regenerator units. Besides, from
simulations we have observed that, regardless the type of dis-
turbance introduced, the time-constants are nearly the same.
This means that the dynamics in both units is governed by
the characteristic capacitance of each unit. In this way, one
can approximate the temperature input–output dynamics as



J. Alvarez-Ramirez et al. / Chemical Engineering Journal 99 (2004) 187–201 191

follows:

Y(s) = G(s)U(s)

whereY(s) = (
Tri, 
Tcy) is the two-dimensional vector
of regulated output temperatures,U(s) = (
Fs, 
Fa) is the
vector of manipulated inputs and

G(s) =




kp11

τas + 1

kp12

τas + 1
kp21

τbs + 1

kp22

τbs + 1




The elements within the blocks in the transfer func-
tion matrix define the relationship between the respective
input–output pairs. In the time-domain, the above first-order
model can be written as

Ẏ = −GY+ HU (2)

where

G = −
(
τ−1

a 0

0 τ−1
b

)
(3)

and

H =
(
τ−1

a 0

0 τ−1
b

)(
kp11 kp12

kp21 kp22

)
(4)

The corresponding steady-state gain matrix of the FCC mul-
tivariable system is then given by

Kp =
(
kp11 kp12

kp21 kp22

)
(5)

The optimal operating point for a FCC unit usually lies
at one or several constraints[2]. Common constraints in-
clude: (i) maximum regenerator cyclone temperature (Tcy ≤
1000 K) constraint. This constraint is usually important in
the complete combustion mode and is determined by the
metallurgical properties of the cyclones, (ii) maximum and
minimum air blower capacity 0.0 kg /(s≤ Fa ≤ 60 kg/s). The
air blower provides the air needed for the combustion in the
regenerator, and (iii) maximum and minimum catalyst cir-
culation rate 100 kgcat/(s ≤ Fs ≤ 400 kgcat/s). Indeed, these
constraint should be accounted for during the control design
procedure.

3.2. Input–output steady-state map

In principle, temperature regulation will suffice for a safe
FCC operation. However, from an economics viewpoint
product (gasoline) quality is of prime importance. Quality
(composition) regulation is an upper level control problem
whose implementation shall be based, within a cascade con-
trol configuration, on an existing temperature regulator. In
our cascade control design methodology, to be described in

later sections, the input–output steady-state map for prod-
uct composition with respect to riser operating temperature,
will be required.

Fig. 5show the riser exit temperature–gasoline yield com-
position input–output map at steady-state conditions. The
gasoline yield increases with conversion up to a maximum
at about 43 wt.% (riser exit temperature≈ 785 K) and then
decreases as the second reaction inEq. (1) predominates,
and gasoline cracks to lighter products and to coke. Thus,
because of competing effects of the two consecutive reac-
tions[12], atTri > 785 K exist two steady-state values of the
riser exit temperature corresponding to a given value of the
gasoline yield composition(yg). If the range is constrained
to be in the intervalIT = [750,785] K, which is also desir-
able for safe and operational restrictions (regenerated cat-
alyst slide valve saturation), the mapTri → yg is strictly
increasing (i.e. no input multiplicities).

4. Multivariable control configurations

Due to operational and safe restrictions, it is important
to maintain both the regenerator cyclone and riser exit tem-
peratures within a given operating range. Maintaining the
cyclone temperature,Tcy, under a maximum limit provides
safe thermal operation for the regenerator (avoiding catalyst
deactivation or destruction) and for the downstream units
(piping and CO boiler). On the other hand, the riser (reac-
tor) temperature,Tri , has a direct relation with the amount
of heavy hydrocarbons that are converted to more valuable
products. Thus,the control objective is to design multi-
variable controllers with servo responses(zero steady-state
error in gasoline composition) through measurements of
composition with manipulation of the riser exit temperature
and with simultaneously regulation of the regenerator cy-
clone temperature. Moreover, since significant uncertainties
in kinetics, model parameters and feedstock of FCC units
can be present, the control design must be robust against
modeling errors and disturbances.

For the control design, firstly the temperature stabilization
multivariable loop is designed and then the composition reg-
ulation loop is constructed within a cascade framework (see
Fig. 3). Cascade control is a common control configuration
in several processes, which can be thought of as partial state
feedback. Besides, most cascade control designs are based
on P and PI control laws as the basic (master and slave)
feedback compensations[13–15]. In the stabilization loops
the variables to be controlled are both the riser exit tem-
perature and the regenerator cyclone temperature, and the
corresponding manipulated variables are the catalyst flow
coming from the regenerator and the air flow to regenerator,
as done in industrial practice. For the composition regula-
tion loop the variable to be controlled is the gasoline yield
composition with manipulations of the riser exit tempera-
ture. In this way, the temperature control loop is posed as a
signal tracking problem where the output of the composition
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Fig. 3. Schematic diagram of the cascade control scheme for composition control.

regulation control loop is one of the reference signals to be
tracked.

4.1. Temperature stabilization control design

Consider the nominal plant of the FCC unit given by
Eq. (3). By introducing the regulation error vectorE =
Y − Yref, whereYT = (Tri ,Tcy) andYT

ref = (Tri,ref, Tcy,ref),
one has that the error dynamics can be written as

Ė = GE+ HU

where, without lost of generality and for simplicity in al-
gebraical manipulations, we have takenYrefG = 0 (in fact,
the feedback controller is intended to be equipped with in-
tegral action). The following PI compensation structure is
proposed for temperature regulation purposes:

U = −Q

(
αpE + αi

∫
E dt

)
(6)

whereαp, αi > 0 are closed-loop tuning parameters, and
Q is a control structure matrixto be determined later. Let
Z = ∫

E dt and X = (E,Z). Then, the corresponding
closed-loop equations are then given as follows:

Ẋ = AcX (7)

where

Ac =
(
G − αpHQ I

−αiHQ 0

)
(8)

In this way, the stability of the temperature regulation loop
is determined by the stability of the matrixAc. Stability

conditions for the stability of the matrixAc are given in the
following result.

Theorem 1. Choose the control structure matrixQ such
that HQ is anti-stable(i.e. all its eigenvalues have positive
real part). Then, there exist a constantαp,min and a positive
constantαi,max such that the matrixAc is stable for allαp >

αp,min and all 0 < αi < αi,max.

Proof. First, consider the matrix−G + αpHQ. We can
rewrite such matrix asαp(−εpG + HQ), whereεp = α−1

p .
We can see the matrixεpG as a (singular) perturbation to
the anti-stable matrixHQ. By continuity arguments, there
exists a positive numberεp,max such that−εpG + HQ is
anti-stable for all 0< εp < εp,max. Consequently, the ma-
trix G−αpHQ is stable for allαp > αp,min, whereαp,min =
1/εp,max. Similar singular perturbation arguments can be
used to show the existence of a positive numberαi,max such
that the matrixAc is stable for all 0< αi < αi,max. �

Notice that the key condition to ensure stability of the
(multivariable) temperature regulation loop is that the ma-
trix HQ be anti-stable. Given the fulfillment of this condi-
tion, the control structure matrixQ allows the selection of
several control configurations (e.g. input–output pairings) of
practical interest. Namely, these control configuration are
the following:

• Decoupling compensation: This control structure corre-
sponds to the selectionQ = H−1, such thatHQ = I. The
main objective with the use of a decoupling controller is to
compensate for the effect of interactions brought about by
cross couplings of the process variables, thus leading to a
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decoupled closed-loop response of the regulated outputs.
This control structure can be useful for highly interacting
processes where a decoupled output response is desired.

• Transpose compensation: In this case, one choosesQ =
HTr, where tr denotes transposition. One has that, as
required byTheorem 1, HQ = HHTr is an anti-stable
matrix as long asH is non-singular. As in the case of de-
coupling compensation, the transpose compensation uses
all the control directionality information contained in the
high-frequency matrixHTr. However, contrary to decou-
pling compensation, the resulting controlled outputs can
display a significant interacting and sluggish response.

• Partially decentralized compensation: If Q is selected
as an either upper or lower triangular matrix, the corre-
sponding control structure is called as partially decen-
tralized. This structure produces a single control loop
and a second loop driven by the second one. This type
of control structures can be attractive for processes with
material and energy recycling. In fact, using a partial
decentralization allows the feedback controller to com-
pensate the possibly unstabilizing effects introduced by
recycling flows (e.g. catalyst recycling in FCC units). In
this way, the non-diagonal element inQ can be chosen
to induce partial decoupling (via a type of feedforward
action) in the recycling part of the processes.

• Fully decentralized compensation: In this control struc-
ture, one choosesQ = diag(β1, β2), whereβ1 and β2
are constants guaranteeing thatHQ is an anti-stable ma-
trix. In this case, one obtains two single control loops
with non-decoupled closed-loop regulated temperatures
response. Decentralized feedback controller is widely
used in practice and, in general, is intended for modestly
interacting processes. The main advantage of fully de-
centralized structures is that it leads to easy design and
tune single control loops.

4.1.1. Some robustness issues
The stability of the temperature regulation (multivariable)

control loop depends strongly on the stability of the matrix
HQ. If the matrixH was exactly known, one only has to
check that the matrixHQ is anti-stable. Testing of this con-
dition is straighforward for the decoupling and the transpose
compensation structures. However, this is not the case for
partially and fully decentralized compensation structures,
although the computations are not so involved since one has
to check only that the determinant and the trace of the ma-
trix HQ be positive. However, if the matrixH is not exactly
known or has significant variations because of, e.g. chang-
ing operating conditions, some care must be taken in order
to ensure fulfillment of the conditionHQ. That is, ifH̄ is an
available estimate of̄H and
H is its perturbation belong-
ing to an uncertainty setΩH , then one has to guarantee that
(H̄ + 
H)Q is stable for all
H ∈ ΩH . This corresponds
to checking the robust stability of the matrix−(H̄ +
H)Q

with respect to the uncertainty setΩH . There exists several
methods to study the stability of the matrix−(H̄ +
H)Q.

In particular, the parametric approach developed by Bhat-
tacharyya et al.[16] seems to be appropriate and compu-
tationally efficient. However, given that the FCC process
under study corresponds to the simplest two-dimensional
case, some particular and practical results can be provided:

(i) Decoupling and transpose compensation structures rely
on the full directionality information contained in the
interaction matrixH . Essentially, the role of decou-
pling is to compensate a multivariable process into a
series of independent single-loop sub-systems. In par-
ticular, decoupling compensation requires inversion of
the matrixH . To guarantee control stability, one has to
ensure that the matrices(H̄+
H)H̄−1 = I+
HH̄−1

(for decoupling control) and(H̄ +
H)H̄Tr = HH
Tr +


HH̄Tr (for transpose control) are anti-stable for all

H ∈ ΩH . One can see the matrices
HH̄−1 and

HH̄Tr as perturbations of the anti-stable matricesI

andHH
Tr

, respectively. For small departures
H from
H̄ , anti-stability can be proven via continuity arguments
[16]. In general, the effects of the “errors”
HH̄−1

and
HH̄Tr on the stability of the control loop can be
evaluated by means of the condition numberκ of the
matrixH . In fact, the condition number provides some
information on the propagation of the estimation errors

HH̄−1 and
HH̄Tr in the feedback control system.
That is, the larger the condition number, the more less
the robustness margin of the control system. In this way,
decoupling and transpose control configurations are not
recommended if the uncertainty
H is non-negligible.

(ii) Fully decentralized control is very important in process
applications because of its several advantages over a
fully multivariable design. Including flexibility in op-
eration, failure tolerance, simplified design, and sim-
plified tuning. In this way, it is interesting to provide
stability conditions for the case of FCC units. In can
shown that, for our case study described inSection 2,
the interaction matrixH has the following structure:(

h11 h12

−h21 h22

)

where all thehij ’s are positive numbers. IfQ =
diag(β1, β2), then

HQ =
(

β1h11 β2h12

−β1h21 β2h22

)

The determinant and the trace ofHQ are given by

Det = β1β2(h11h22 + h12h21),

Trace= β1h11 + β2h22

Chooseβ1 > 0 and β2 > 0. Then, Det> 0 and
Trace> 0, implying that the matrixHQ is anti-stable.
In this way,unconditionalstability of the control loop
is guaranteed if one choosesQ = diag(β1, β2) with β1
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andβ2 being any positive parameters. In particular, as
done commonly in practice, one can chooseβ1 = h̄−1

11
andβ2 = h̄−1

22 , whereh̄11 and h̄22 are available esti-
mates of the actual valuesh11 andh22, respectively.

(iii) Assume only partially decentralized control with an
upper triangular matrixQ as follows:

Q =
(
β1 γ

0 β2

)

In this case,

HQ =
(

β1h11 γh11 + β2h12

−β1h21 −γh21 + β2h22

)

so that

Det = β1β2(h11h22 + h12h21),

Trace= β1h11 + β2h22 − γh21

Analogous to the fully decentralized case, stability of
the control loop is guaranteed ifγ < 0. In particular,
one can choose eitherγ = −h̄−1

21 or γ = −h̄21. Similar
stability conditions can be derived for the lower trian-
gular case.

4.2. Regulation cascade control design

Let yg,ref be the composition reference. The temperature
regulation control described above ensures thatTri → Tri,ref
asymptotically. That is, the temperature at the riser exit,
Tri(t), approaches the prescribed referenceTri,ref. The tem-
perature set pointTri,ref is an exogenously specified com-
mand. so it can be manipulated to achieve additional control
task. Similar in nature to the operator-based procedure used
in practice, we will use the set pointTri,ref as a manipulated
control input to regulate the riser exit compositionyg(t) at a
feasible set pointyg,ref. A control structure designed in this
form leads, in turn, to a cascade control configurations where
a feedback control loop for the mapTri,ref → yg is the mas-
ter controller, and the previously described (multivariable)
temperature regulator plays the role of the slave controller.

It is expected that, once the temperature regulation loop
has been closed, the dynamics of FCC unit displays accept-
able damping. In this way, as in classical linear control, this
suggests to use a simple integral action to ensure thatyg →
yg,ref,

Tri = T̄ri + KI

∫
(yg,ref − yg(t − θ))dt

whereKI is the master integral gain. The parameterθ repre-
sents a time-delay introduced by composition measurement
devices. The sign of the integral gainKI is defined by the
sign of the steady-state mapyg = g(Tri) in the domainIT =
[750,785]. That is, the derivativeDg(Tri) is the steady-state
gain of the FCC unit. In this way, one has that sign(KI) =

sign(Dg(Tri)). The stability results reported by Desoer and
Lin [17] implies that the master feedback function given by
Tri provides asymptotic regulation of the output composi-
tion yg about any prescribed set pointyg,ref = g(Tri), for
anyTri ∈ IT and sufficiently small|KI |. Basically, the mas-
ter controller is a low-gain integral feedback compensator to
cope with non-linearities and output composition measure-
ment delays. Saturation protection can be provided by the
slave controllers when the desired reactor temperature vio-
lates certain limit. In this way, unacceptable reactor temper-
ature overshoots can be avoided because the temperature set
point is limited within certain security operation domain.

Summarizing, the actual control input is a virtual input
reference for the riser output temperature,Tri . Thus, the
proposed multivariable-cascade structure is given by

Tri,ref = T̄ri,ref + KI

∫
(yg,ref − yg(t − θ))dt

and

Fs = F̄s + q11αp(Tri − Tri,ref) + αi

∫
(Tri − Tri,ref)dt

+q12αp(Tcy − Tcyref) + αi

∫
(Tcy − Tcyref)dt

and

Fa = F̄a + q21αp(Tri − Tri,ref) + αi

∫
(Tri − Tri,ref)dt

+q22αp(Tcy − Tcyref) + αi

∫
(Tcy − Tcyref)dt

where theqij ’s are the elements of the matrixQ. In other
words, the composition control loop provides the riser exit
temperature reference valuesTri,ref to the temperature stabi-
lization control loops. In this way, the riser exit temperature
controller forcesTri to reachTri,ref specified by the compo-
sition control loop.

4.3. Tuning guidelines

The real advantage of the proposed MIMO cascade con-
trol configurations over traditional and non-linear control
MIMO designs is that easy design and tuning methodolo-
gies can be provided. In fact, if the control structure matrix
Q is chosen adequately such thatHQ is anti-stable, then the
FCC unit can be robustly stabilized via simple multivariable
PI control configurations.

Tuning rules should be well motived, and preferably
model-based and analytically derived. Besides, they should
be simple and easy to memorize, and should work well
on a wide range of processes. In the context of multivari-
able processes there are some important contributions in
the literature. Luyben[18] describe a tuning procedure for
multiloop PI and PID controllers operating in a multivari-
able environment. These controllers contain up to three
tuning constants per loop, and therefore, tuning then could
present difficulties to the operator. Luyben[18] presented
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the biggest log modulus tuning (BLT) procedure for tuning
multiloop PI controllers. Wang et al.[19] proposed a fully
cross-coupled multivariable PID controller tuning method.
Two successful PI and PID tuning methods for multivari-
able processes have been proposed by Loh et al.[20], and
Halevi et al.[21], in which the relay feedback developed by
Astrom and Hagglund[22] is used. The proposed methods
appear to work well, but have the disadvantage that not
all classes of multivariable processes can exhibit sustained
and near-sinusoidal oscillations under multiloop relay
feedback.

In the spirit of the available tuning methods for multivari-
able control, and exploiting the particular cascade structure
of the proposed feedback controller, tuning and design rules
can be formulated sequentially. First, the stabilization con-
trollers are tuned. Second, the tuning of the regulation con-
troller is accomplished by regarding the secondary loop as
the system to be controlled. This procedure can be made in
the following way:

1. Temperature control loop. Determine the matrixQ such
that HQ is an anti-stable matrix. Once that the matrix
Q has been chosen, the control tuning depends only on
two parameters, namely,αp, αi > 0. These parameters
αi andαp are adjustable tuning parameters for the speed
of process response, so that they should be chosen to
give a good performance and robustness. Smaller values
of the constantsαi andαp are selected to sacrifice the
performance for robustness as the uncertain between the
plant and model increase. We propose to chooseαp in a
way that the dominant time-constant of the linear system
ẋ = (G−αpHQ)x be about 0.5–0.75 times the dominant
open-loop time-constant. The rationale behind this tuning
guideline is that enhanced convergence rate is induced
by means of temperature feedback control, but without
an excessive control effort that could lead to instabilities
due to uncertainties and non-modeled (high-frequency)
dynamics[23]. On the other hand,αi must be chosen to
provide good disturbance rejection response. By notic-
ing that αi has frequency units, similar to IMC tun-
ing guidelines[23], we propose to useαi values of the
order of the inverse of the dominant open-loop time-
constant.

2. Composition regulation loop. The steady-state input–
output map can be used to tune the composition regula-
tion loop based on simple IMC rules. Some care must
be taken to avoid excitation of high-frequency dynam-
ics, and so unstabilizing effects, due to composition
measurement delays. In fact, the master controller is
basically a low-gain feedback. Suppose thatKss is an
estimate of the input–output steady-state gain of the
FCC unit at a nominal operating point. The estimateKss
can be obtained from either a model or experimental
data. Following ideas from linear internal model control
[23,24], and considering the input–output steady-state
map as approximately a first-order system, we propose

the following tuning:

KI = (Kssτ
∗)−1

whereτ∗ is about 0.5–0.75 times max{θ, τd} andτd is the
dominant open-loop time-constant of the FCC unit.

5. Numerical simulations

Numerical simulations were carried out considering set
point changes and typical disturbances to FCC reactor,
namely, flow rate and temperature disturbances in the feed-
stock. The nominal values 25.35 and 294 kg/s are assigned
to the control inputsFa andFs, respectively. Numerical val-
ues for other parameters are found in Hovd and Skogestad
[9]. To account for actuator saturation, in all the simulation
we have used the a saturated version of the temperature
controller with control limitsUmax = [400 kgcat/s, 60 kg/s]
andUmin = [100 kgcat/s, 0.0 kg/s].

From numerical simulations about the nominal operating
point, one obtain that the steady-state gain matrix is given by

Kp =
(

2.7 0.105

−1.85 0.085

)

and the time-constants areτa = 45 andτb = 23 min, so that
G = diag(0.022,0.0435). In this way, the high-frequency
matrixH = GKp is given by

H =
(

0.0594 0.0023

−0.081 0.0037

)

The condition number of the interaction matrixH is κ =
24.852, showing that the FCC units is only a modestly in-
teracting process. This lack of strong interaction is may be
due to the large difference in capacities between the riser
and the regenerator. In fact, the residence time of the regen-
erator is about 100 times the residence time of catalyst in
the riser, so that the regenerator acts as a damping tank with
certain decoupling capability.

Numerical simulations based on the non-linear dynamical
model reported by Hovd and Skogestad[9] were used to
evaluate the performance of the different control structures
described in the above section.

5.1. Temperatures stabilization with multivariable control
configurations

Fig. 4 show the closed-loop performance by considering
the stabilization loop as derived inSection 4.1. The con-
trol action is att = 500 min. Tuning parameters (αp, αi )
were adjusted considering firstly a pure proportional action
(αp), such that control actions are free of input-saturation.
Then, the integral parameterαi was adjusted according to
the tuning guidelines described inSection 4.3in order to
eliminate steady-state off set and to achieve better control
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Fig. 4. Closed-loop performance by considering only the temperature stabilization loop.
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performance.Fig. 4presents the dynamics of the controlled
FCC unit for fully decentralized, decoupling, and transpose
compensation configurations. The disturbances entering the
process are+5% in the feed flow rate and+8% in tempera-
ture of feed flow att = 1250 min. The set-point values used
in simulations wereTri,ref = 776.9 K andTcy,ref = 988.1 K
at t = 500 min toTri,ref = 783.7 K andTcy,ref = 993.1 K
at t = 2000 min, which are about the set-point values used
in previous works[3,9]. This class of step disturbances is
expected to be present in industrial FCC units. For the par-
tially decentralized compensation configurations cases, we
have found similar control performance to that displayed
by the complete decentralized compensation case by using
the same tuning parameters. This seems to indicate that,
for regulation control purposes, partial decoupling does not
add significant performance (e.g. convergence rate) into the
control loop. On the other hand, worst performance was ob-
served for the decoupling and transpose compensations con-
trol structures. In the decoupling compensation case, such a
performance degradation is produced because such control
structure makes use of the inverse ofH̄ . As discussed in
Section 4, the stability of the temperature regulation is con-
ditioned to the fulfillment of the condition that the matrix
HH̄−1 be anti-stable. In this way, the larger the departure
of H̄ from H , the important the uncertainties propagation
through the control loop. As a consequence, contrary to
decentralized structures, which are unconditional stable,
the decoupling compensation structure can display condi-
tional stability as disturbances and set point changes induce
variations in the entries of the high-frequency matrixH .
Regarding the transpose compensation configuration, one
founds that, although the closed-loop is stable, the response
is very sluggish, which may not be acceptable in practice.

From Fig. 5 it can be seen that the value ofTri,ref =
783.7 K corresponds to the maximum gasoline yield com-
position in theTri − yg steady-state map. It can be seen
from Fig. 4 that the better control performance is obtained
with the decentralized compensation configuration which is
corroborated with the ISE values shown inTable 1. Simula-
tions results inFig. 4 show that the effects of disturbances
on the control performance are relatively small. Neverthe-
less,Fig. 4 show that the set point change in both riser and
cyclone regenerator temperatures combines to produce an
overshoot in the controlled variables. In the decentralized
compensation configuration, the riser exit temperature con-
troller will increase the catalyst flow to attend the new set
point and the regenerator cyclone controller will increase
the air flow due to an increase in the catalyst flow in the
riser-regenerator cycle. On the other hand, an increment in

Table 1
Computed ISE values for the temperatures stabilization loop

Decentralized Decoupled Multiloop

ISE1 = ∫
(Tri − Tri,ref)dσ 14148.3 37115.1 56030.4

ISE2 = ∫
(Tcy − Tcy,ref)dσ 131.8 4263.1 16130.5

Fig. 5. Input–output riser exit temperature-gasoline yield composition
steady-state map.

the temperature and flow rate of the feed will increase the
riser exit temperature and then the riser exit temperature
will decrease the catalyst flow and corresponding the regen-
erator cyclone controller will decrease the air flow rate to
maintain both the riser exit and the regenerator cyclone tem-
peratures at the prescribed set points. The decoupling and
transpose compensations achieve the set points in similar
settling times than decentralized compensation configura-
tions, but with a slight degradation in the output responses
and some oscillations in the input responses. In general,
an increase in the tuning parameterαi will result in faster
but oscillatory responses, whereas an increase in the tuning
parameterαp leads to saturation of the control inputs.

5.2. Gasoline regulation with multivariable cascade
control configurations

We consider both regulation of regenerator cyclone tem-
perature atTcy,ref = 997.4 K and gasoline yield composi-
tion at yg,ref = 0.43 wt.%. It can be seen fromFig. 5 that
above of this value ofyg,ref there is a sign change in the
steady-state input–output process gain, which leads to an
unstable compensation. Att = 1250 min, we consider the
same disturbances as in the case of temperature stabiliza-
tion. At t = 2000 min we consider set point changes in the
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Fig. 6. Performance of cascade-decentralized compensation configuration.
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Fig. 7. Performance of cascade-decoupled compensation configuration.
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Fig. 8. Performance of cascade-transpose compensation configuration.
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Table 2
Computed ISE values for the gasoline regulation loop

Decentralized Decoupled Multiloop

ISE1 = ∫
(yg − yg,ref)dσ 0.2825 0.5030 0.2644

gasoline yield composition toyg,ref = 0.39 wt.% and in the
regenerator cyclone temperature toTcy,ref = 988.1 K.

In the following simulations, it was assumed that compo-
sition measurements were available. Despite important ad-
vances in composition analyzer to provide near-real time
composition measurements, still often such measurements
are not available for on-line control, or the measurements
are delayed. In some situations the composition can be in-
ferred from available measurements (e.g. pressure, flows,
etc.), which, however, is beyond the scope of this paper. In
all simulations below, the measurement delay was assumed
to be equal to 4 min.

Figs. 6–8 show the control performance for the
cascade-decentralized compensation, cascade-decoupling
compensation and cascade-transpose compensation config-
urations cases respectively. The tuning parametersαp, αi
for the three control configurations are given as inFig. 4.
The integral gain in the master controller loop is tuned
with IMC rules based on the steady-state gain obtained
form the input–output map shown inFig. 5. The esti-
mated steady-state gain isKss = 1240.0 and the dominant
time-constantτd = 45 min, which corresponds to the slower
time-constant obtained from the step responses fromFig. 2.
We have set thēTri = 763.0, which was chosen arbitrarily
with the only constraint of begin contained in the operating
domainIT = [750,785].

As can be seen fromFigs. 6–8, the slave controller tracks
the output signal from the master controller within a very
good performance. Moreover, the control configurations
shows good disturbance rejection and set-point following
capabilities.Table 2 shows the ISE computed values for
gasoline composition regulation. It is clear that, although
the performance of the three configurations is compara-
ble in the set point changes and disturbance rejection, the
cascade-decentralized compensation outperforms both the
cascade-decoupled and cascade-transpose compensation
cases in controlling the gasoline yield composition.

6. Conclusions

In this paper, we have presented a methodology for
multivariable cascade composition control for FCC units.
In a first step, a multivariable temperature regulation loop
was designed on the basis of simple linear models, and
the stability of the control loop is guaranteed in terms of
a control structure matrix. In this way, we have found that
decentralized control configurations presents advantages

over decoupling and transpose ones because unconditional
stability of the control loop is found for the former config-
urations. This stability property of decentralized structures
induces interesting robustness properties, such as no ac-
curate knowledge of steady-state gains and time-constants
requirements. As a consequence, the control design and
tuning effort are simplified. These findings have been cor-
roborated with numerical simulations on a non-linear model
of the FCC unit. In a second step, the previously designed
temperature regulation loop is used as a framework to pro-
vide feedback regulation composition to the FCC unit. This
is done by designing a simple integral control that uses
delayed composition measurements to provide temperature
references to the temperature regulation loop. Departing
from IMC ideas, practical tuning guidelines are provided
and tested with numerical simulations. Overlay, our results
shown that automatic composition regulation at the riser
exit can be implemented with linear control configurations
derived from simple input–output response models.
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